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5. For each of these pairs of sets, determine whether the first
is a subset of the second, the second is a subset of the first,
or neither is a subset of the other.
a) the set of airline flights from New York to New Delhi,

the set of nonstop airline flights from New York to
New Delhi

b) the set of people who speak English, the set of people
who speak Chinese

c) the set of flying squirrels, the set of living creatures
that can fly

6. For each of these pairs of sets, determine whether the first
is a subset of the second, the second is a subset of the first,
or neither is a subset of the other.
a) the set of people who speak English, the set of people

who speak English with an Australian accent
b) the set of fruits, the set of citrus fruits
c) the set of students studying discrete mathematics, the

set of students studying data structures
7. Determine whether each of these pairs of sets are equal.

a) {1, 3, 3, 3, 5, 5, 5, 5, 5}, {5, 3, 1}
b) {{1}}, {1, {1}} c) ∅, {∅}

8. Suppose that A = {2, 4, 6}, B = {2, 6}, C = {4, 6}, and
D = {4, 6, 8}. Determine which of these sets are subsets
of which other of these sets.

9. For each of the following sets, determine whether 2 is an
element of that set.
a) {x ∈ R | x is an integer greater than 1}
b) {x ∈ R | x is the square of an integer}
c) {2,{2}} d) {{2},{{2}}}
e) {{2},{2,{2}}} f ) {{{2}}}

10. For each of the sets in Exercise 9, determine whether {2}
is an element of that set.

11. Determine whether each of these statements is true or
false.
a) 0 ∈ ∅ b) ∅ ∈ {0}
c) {0} ⊂ ∅ d) ∅ ⊂ {0}
e) {0} ∈ {0} f ) {0} ⊂ {0}
g) {∅} ⊆ {∅}

12. Determine whether these statements are true or false.
a) ∅ ∈ {∅} b) ∅ ∈ {∅, {∅}}
c) {∅} ∈ {∅} d) {∅} ∈ {{∅}}
e) {∅} ⊂ {∅, {∅}} f ) {{∅}} ⊂ {∅, {∅}}
g) {{∅}} ⊂ {{∅}, {∅}}

13. Determine whether each of these statements is true or
false.
a) x ∈ {x} b) {x} ⊆ {x} c) {x} ∈ {x}
d) {x} ∈ {{x}} e) ∅ ⊆ {x} f ) ∅ ∈ {x}

14. Use a Venn diagram to illustrate the subset of odd inte-
gers in the set of all positive integers not exceeding 10.

15. Use a Venn diagram to illustrate the set of all months of
the year whose names do not contain the letter R in the
set of all months of the year.

16. Use a Venn diagram to illustrate the relationship A ⊆ B
and B ⊆ C.

17. Use a Venn diagram to illustrate the relationships A ⊂ B
and B ⊂ C.

18. Use a Venn diagram to illustrate the relationships A ⊂ B
and A ⊂ C.

19. Suppose that A, B, and C are sets such that A ⊆ B and
B ⊆ C. Show that A ⊆ C.

20. Find two sets A and B such that A ∈ B and A ⊆ B.
21. What is the cardinality of each of these sets?

a) {a} b) {{a}}
c) {a, {a}} d) {a, {a}, {a, {a}}}

22. What is the cardinality of each of these sets?
a) ∅ b) {∅}
c) {∅, {∅}} d) {∅, {∅}, {∅, {∅}}}

23. Find the power set of each of these sets, where a and b
are distinct elements.
a) {a} b) {a, b} c) {∅, {∅}}

24. Can you conclude that A = B if A and B are two sets with
the same power set?

25. How many elements does each of these sets have where
a and b are distinct elements?
a) ({a, b, {a, b}})
b) ({∅, a, {a}, {{a}}})
c) ((∅))

26. Determine whether each of these sets is the power set of
a set, where a and b are distinct elements.
a) ∅ b) {∅, {a}}
c) {∅, {a}, {∅, a}} d) {∅, {a}, {b}, {a, b}}

27. Prove that (A) ⊆ (B) if and only if A ⊆ B.
28. Show that if A ⊆ C and B ⊆ D, then A × B ⊆ C × D
29. Let A = {a, b, c, d} and B = {y, z}. Find

a) A × B. b) B × A.
30. What is the Cartesian product A × B, where A is the set

of courses offered by the mathematics department at a
university and B is the set of mathematics professors at
this university? Give an example of how this Cartesian
product can be used.

31. What is the Cartesian product A × B × C, where A is the
set of all airlines and B and C are both the set of all cities
in the United States? Give an example of how this Carte-
sian product can be used.

32. Suppose that A × B = ∅, where A and B are sets. What
can you conclude?

33. Let A be a set. Show that ∅ × A = A × ∅ = ∅.
34. Let A = {a, b, c}, B = {x, y}, and C = {0, 1}. Find

a) A × B × C. b) C × B × A.
c) C × A × B. d) B × B × B.

35. Find A2 if
a) A = {0, 1, 3}. b) A = {1, 2, a, b}.

36. Find A3 if
a) A = {a}. b) A = {0, a}.

37. How many different elements does A × B have if A has m
elements and B has n elements?

38. How many different elements does A × B × C have if A
has m elements, B has n elements, and C has p elements?
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a) ({a, b, {a, b}})
b) ({∅, a, {a}, {{a}}})
c) ((∅))

26. Determine whether each of these sets is the power set of
a set, where a and b are distinct elements.
a) ∅ b) {∅, {a}}
c) {∅, {a}, {∅, a}} d) {∅, {a}, {b}, {a, b}}

27. Prove that (A) ⊆ (B) if and only if A ⊆ B.
28. Show that if A ⊆ C and B ⊆ D, then A × B ⊆ C × D
29. Let A = {a, b, c, d} and B = {y, z}. Find

a) A × B. b) B × A.
30. What is the Cartesian product A × B, where A is the set

of courses offered by the mathematics department at a
university and B is the set of mathematics professors at
this university? Give an example of how this Cartesian
product can be used.

31. What is the Cartesian product A × B × C, where A is the
set of all airlines and B and C are both the set of all cities
in the United States? Give an example of how this Carte-
sian product can be used.

32. Suppose that A × B = ∅, where A and B are sets. What
can you conclude?

33. Let A be a set. Show that ∅ × A = A × ∅ = ∅.
34. Let A = {a, b, c}, B = {x, y}, and C = {0, 1}. Find

a) A × B × C. b) C × B × A.
c) C × A × B. d) B × B × B.

35. Find A2 if
a) A = {0, 1, 3}. b) A = {1, 2, a, b}.

36. Find A3 if
a) A = {a}. b) A = {0, a}.

37. How many different elements does A × B have if A has m
elements and B has n elements?

38. How many different elements does A × B × C have if A
has m elements, B has n elements, and C has p elements?
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39. How many different elements does An have when A has
m elements and n is a positive integer?

40. Show that A × B ≠ B × A, when A and B are nonempty,
unless A = B.

41. Explain why A × B × C and (A × B) × C are not the same.
42. Explain why (A × B) × (C × D) and A × (B × C) × D are

not the same.
43. Prove or disprove that if A and B are sets, then(A × B) =(A) × (B).
44. Prove or disprove that if A, B, and C are nonempty sets

and A × B = A × C, then B = C.
45. Translate each of these quantifications into English and

determine its truth value.
a) ∀x∈R (x2 ≠ −1) b) ∃x∈Z (x2 = 2)
c) ∀x∈Z (x2 > 0) d) ∃x∈R (x2 = x)

46. Translate each of these quantifications into English and
determine its truth value.
a) ∃x∈R (x3 = −1) b) ∃x∈Z (x + 1 > x)
c) ∀x∈Z (x − 1 ∈ Z) d) ∀x∈Z (x2 ∈ Z)

47. Find the truth set of each of these predicates where the
domain is the set of integers.
a) P(x): x2 < 3 b) Q(x): x2 > x
c) R(x): 2x + 1 = 0

48. Find the truth set of each of these predicates where the
domain is the set of integers.
a) P(x): x3 ≥ 1 b) Q(x): x2 = 2
c) R(x): x < x2

∗49. The defining property of an ordered pair is that two or-
dered pairs are equal if and only if their first elements are
equal and their second elements are equal. Surprisingly,
instead of taking the ordered pair as a primitive con-
cept, we can construct ordered pairs using basic notions
from set theory. Show that if we define the ordered pair
(a, b) to be {{a}, {a, b}}, then (a, b) = (c, d) if and only
if a = c and b = d. [Hint: First show that {{a}, {a, b}} =
{{c}, {c, d}} if and only if a = c and b = d.]

∗50. This exercise presents Russell’s paradox. Let S be the
set that contains a set x if the set x does not belong to
itself, so that S = {x ∣ x ∉ x}.
a) Show the assumption that S is a member of S leads toLinks a contradiction.
b) Show the assumption that S is not a member of S leads

to a contradiction.
By parts (a) and (b) it follows that the set S cannot be de-
fined as it was. This paradox can be avoided by restricting
the types of elements that sets can have.

∗51. Describe a procedure for listing all the subsets of a
finite set.

2.2 Set Operations
2.2.1 Introduction
Two, or more, sets can be combined in many different ways. For instance, starting with the set
of mathematics majors at your school and the set of computer science majors at your school, we
can form the set of students who are mathematics majors or computer science majors, the set of
students who are joint majors in mathematics and computer science, the set of all students not
majoring in mathematics, and so on.Links

Definition 1 Let A and B be sets. The union of the sets A and B, denoted by A ∪ B, is the set that contains
those elements that are either in A or in B, or in both.

An element x belongs to the union of the sets A and B if and only if x belongs to A or x belongs
to B. This tells us that

A ∪ B = {x ∣ x ∈ A ∨ x ∈ B}.

The Venn diagram shown in Figure 1 represents the union of two sets A and B. The area that
represents A ∪ B is the shaded area within either the circle representing A or the circle repre-
senting B.

We will give some examples of the union of sets.
EXAMPLE 1 The union of the sets {1, 3, 5} and {1, 2, 3} is the set {1, 2, 3, 5}; that is,

{1, 3, 5} ∪ {1, 2, 3} = {1, 2, 3, 5}. ◂
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P − Q = {max(4 − 3, 0) ⋅ a,max(1 − 4, 0) ⋅ b,max(3 − 0, 0) ⋅ c,max(0 − 2, 0) ⋅ d}
= {1 ⋅ a, 0 ⋅ b, 3 ⋅ c, 0 ⋅ d} = {1 ⋅ a, 3 ⋅ c}, and

P + Q = {(4 + 3) ⋅ a, (1 + 4) ⋅ b, (3 + 0) ⋅ c, (0 + 2) ⋅ d}
= {7 ⋅ a, 5 ⋅ b, 3 ⋅ c, 2 ⋅ d}. ◂

Exercises

1. Let A be the set of students who live within one mile of
school and let B be the set of students who walk to classes.
Describe the students in each of these sets.
a) A ∩ B b) A ∪ B
c) A − B d) B − A

2. Suppose that A is the set of sophomores at your school
and B is the set of students in discrete mathematics at
your school. Express each of these sets in terms of A
and B.
a) the set of sophomores taking discrete mathematics in

your school
b) the set of sophomores at your school who are not tak-

ing discrete mathematics
c) the set of students at your school who either are

sophomores or are taking discrete mathematics
d) the set of students at your school who either are not

sophomores or are not taking discrete mathematics
3. Let A = {1, 2, 3, 4, 5} and B = {0, 3, 6}. Find

a) A ∪ B. b) A ∩ B.
c) A − B. d) B − A.

4. Let A = {a, b, c, d, e} and B = {a, b, c, d, e, f, g, h}. Find
a) A ∪ B. b) A ∩ B.
c) A − B. d) B − A.

In Exercises 5–10 assume that A is a subset of some underly-
ing universal set U.

5. Prove the complementation law in Table 1 by showing
that A = A.

6. Prove the identity laws in Table 1 by showing that
a) A ∪ ∅ = A. b) A ∩ U = A.

7. Prove the domination laws in Table 1 by showing that
a) A ∪ U = U. b) A ∩ ∅ = ∅.

8. Prove the idempotent laws in Table 1 by showing that
a) A ∪ A = A. b) A ∩ A = A.

9. Prove the complement laws in Table 1 by showing that
a) A ∪ A = U. b) A ∩ A = ∅.

10. Show that
a) A − ∅ = A. b) ∅ − A = ∅.

11. Let A and B be sets. Prove the commutative laws from
Table 1 by showing that
a) A ∪ B = B ∪ A.
b) A ∩ B = B ∩ A.

12. Prove the first absorption law from Table 1 by showing
that if A and B are sets, then A ∪ (A ∩ B) = A.

13. Prove the second absorption law from Table 1 by show-
ing that if A and B are sets, then A ∩ (A ∪ B) = A.

14. Find the sets A and B if A − B = {1, 5, 7, 8}, B − A =
{2, 10}, and A ∩ B = {3, 6, 9}.

15. Prove the second De Morgan law in Table 1 by showing
that if A and B are sets, then A ∪ B = A ∩ B
a) by showing each side is a subset of the other side.
b) using a membership table.

16. Let A and B be sets. Show that
a) (A ∩ B) ⊆ A. b) A ⊆ (A ∪ B).
c) A − B ⊆ A. d) A ∩ (B − A) = ∅.
e) A ∪ (B − A) = A ∪ B.

17. Show that if A and B are sets in a universe U then A ⊆ B
if and only if A ∪ B = U.

18. Given sets A and B in a universe U, draw the Venn dia-
grams of each of these sets.
a) A → B = {x ∈ U | x ∈ A → x ∈ B}
b) A ↔ B = {x ∈ U | x ∈ A ↔ x ∈ B}

19. Show that if A, B, and C are sets, then A ∩ B ∩ C = A ∪
B ∪ C
a) by showing each side is a subset of the other side.
b) using a membership table.

20. Let A, B, and C be sets. Show that
a) (A ∪ B) ⊆ (A ∪ B ∪ C).
b) (A ∩ B ∩ C) ⊆ (A ∩ B).
c) (A − B) − C ⊆ A − C.
d) (A − C) ∩ (C − B) = ∅.
e) (B − A) ∪ (C − A) = (B ∪ C) − A.

21. Show that if A and B are sets, then
a) A − B = A ∩ B.
b) (A ∩ B) ∪ (A ∩ B) = A.

22. Show that if A and B are sets with A ⊆ B, then
a) A ∪ B = B.
b) A ∩ B = A.

23. Prove the first associative law from Table 1 by show-
ing that if A, B, and C are sets, then A ∪ (B ∪ C) =
(A ∪ B) ∪ C.

24. Prove the second associative law from Table 1 by show-
ing that if A, B, and C are sets, then A ∩ (B ∩ C) =
(A ∩ B) ∩ C.

25. Prove the first distributive law from Table 1 by showing
that if A, B, and C are sets, then A ∪ (B ∩ C) = (A ∪ B) ∩
(A ∪ C).
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26. Let A, B, and C be sets. Show that (A − B) − C =
(A − C) − (B − C).

27. Let A = {0, 2, 4, 6, 8, 10}, B = {0, 1, 2, 3, 4, 5, 6}, and
C = {4, 5, 6, 7, 8, 9, 10}. Find
a) A ∩ B ∩ C. b) A ∪ B ∪ C.
c) (A ∪ B) ∩ C. d) (A ∩ B) ∪ C.

28. Draw the Venn diagrams for each of these combinations
of the sets A, B, and C.
a) A ∩ (B ∪ C) b) A ∩ B ∩ C
c) (A − B) ∪ (A − C) ∪ (B − C)

29. Draw the Venn diagrams for each of these combinations
of the sets A, B, and C.
a) A ∩ (B − C) b) (A ∩ B) ∪ (A ∩ C)
c) (A ∩ B) ∪ (A ∩ C)

30. Draw the Venn diagrams for each of these combinations
of the sets A, B, C, and D.
a) (A ∩ B) ∪ (C ∩ D) b) A ∪ B ∪ C ∪ D
c) A − (B ∩ C ∩ D)

31. What can you say about the sets A and B if we know that
a) A ∪ B = A? b) A ∩ B = A?
c) A − B = A? d) A ∩ B = B ∩ A?
e) A − B = B − A?

32. Can you conclude that A = B if A, B, and C are sets such
that
a) A ∪ C = B ∪ C? b) A ∩ C = B ∩ C?
c) A ∪ C = B ∪ C and A ∩ C = B ∩ C?

33. Let A and B be subsets of a universal set U. Show that
A ⊆ B if and only if B ⊆ A.

34. Let A, B, and C be sets. Use the the identity A − B =
A ∩ B, which holds for any sets A and B, and the identities
from Table 1 to show that (A − B) ∩ (B − C) ∩ (A − C)
= ∅.

35. Let A, B, and C be sets. Use the identities in Table 1 to
show that (A ∪ B) ∩ (B ∪ C) ∩ (A ∪ C) = A ∩ B ∩ C.

36. Prove or disprove that for all sets A, B, and C, we have
a) A × (B ∪ C) = (A × B) ∪ (A × C).
b) A × (B ∩ C) = (A × B) ∩ (A × C).

37. Prove or disprove that for all sets A, B, and C, we have
a) A × (B − C) = (A × B) − (A × C).
b) A × (B ∪ C) = A × (B ∪ C).

The symmetric difference of A and B, denoted by A ⊕ B, is
the set containing those elements in either A or B, but not in
both A and B.
38. Find the symmetric difference of {1, 3, 5} and {1, 2, 3}.
39. Find the symmetric difference of the set of computer sci-

ence majors at a school and the set of mathematics majors
at this school.

40. Draw a Venn diagram for the symmetric difference of the
sets A and B.

41. Show that A ⊕ B = (A ∪ B) − (A ∩ B).
42. Show that A ⊕ B = (A − B) ∪ (B − A).
43. Show that if A is a subset of a universal set U, then

a) A ⊕ A = ∅. b) A ⊕ ∅ = A.
c) A ⊕ U = A. d) A ⊕ A = U.

44. Show that if A and B are sets, then
a) A ⊕ B = B ⊕ A. b) (A ⊕ B) ⊕ B = A.

45. What can you say about the sets A and B if A ⊕ B = A?
∗46. Determine whether the symmetric difference is associa-

tive; that is, if A, B, and C are sets, does it follow that
A ⊕ (B ⊕ C) = (A ⊕ B) ⊕ C?

∗47. Suppose that A, B, and C are sets such that A ⊕ C =
B ⊕ C. Must it be the case that A = B?

48. If A, B, C, and D are sets, does it follow that (A ⊕ B) ⊕
(C ⊕ D) = (A ⊕ C) ⊕ (B ⊕ D)?

49. If A, B, C, and D are sets, does it follow that (A ⊕ B) ⊕
(C ⊕ D) = (A ⊕ D) ⊕ (B ⊕ C)?

50. Show that if A and B are finite sets, then A ∪ B is a finite
set.

51. Show that if A is an infinite set, then whenever B is a set,
A ∪ B is also an infinite set.

∗52. Show that if A, B, and C are sets, then
|A ∪ B ∪ C| = |A| + |B| + |C| − |A ∩ B|

− |A ∩ C| − |B ∩ C| + |A ∩ B ∩ C|.

(This is a special case of the inclusion–exclusion princi-
ple, which will be studied in Chapter 8.)

53. Let Ai = {1, 2, 3,… , i} for i = 1, 2, 3, .… Find
a)

n⋃
i=1

Ai. b)
n⋂

i=1
Ai.

54. Let Ai = {… ,−2,−1, 0, 1,… , i}. Find
a)

n⋃
i=1

Ai. b)
n⋂

i=1
Ai.

55. Let Ai be the set of all nonempty bit strings (that is, bit
strings of length at least one) of length not exceeding i.
Find
a)

n⋃
i=1

Ai. b)
n⋂

i=1
Ai.

56. Find ⋃∞
i=1 Ai and ⋂∞

i=1 Ai if for every positive integer i,
a) Ai = {i, i + 1, i + 2,…}.
b) Ai = {0, i}.
c) Ai = (0, i), that is, the set of real numbers x with

0 < x < i.
d) Ai = (i,∞), that is, the set of real numbers x with

x > i.
57. Find ⋃∞

i=1 Ai and ⋂∞
i=1 Ai if for every positive integer i,

a) Ai = {−i,−i + 1,… ,−1, 0, 1,… , i − 1, i}.
b) Ai = {−i, i}.
c) Ai = [−i, i], that is, the set of real numbers x with

−i ≤ x ≤ i.
d) Ai = [i,∞), that is, the set of real numbers x with

x ≥ i.
58. Suppose that the universal set is U = {1, 2, 3, 4,

5, 6, 7, 8, 9, 10}. Express each of these sets with bit
strings where the ith bit in the string is 1 if i is in the
set and 0 otherwise.
a) {3, 4, 5}
b) {1, 3, 6, 10}
c) {2, 3, 4, 7, 8, 9}
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26. Let A, B, and C be sets. Show that (A − B) − C =
(A − C) − (B − C).

27. Let A = {0, 2, 4, 6, 8, 10}, B = {0, 1, 2, 3, 4, 5, 6}, and
C = {4, 5, 6, 7, 8, 9, 10}. Find
a) A ∩ B ∩ C. b) A ∪ B ∪ C.
c) (A ∪ B) ∩ C. d) (A ∩ B) ∪ C.

28. Draw the Venn diagrams for each of these combinations
of the sets A, B, and C.
a) A ∩ (B ∪ C) b) A ∩ B ∩ C
c) (A − B) ∪ (A − C) ∪ (B − C)

29. Draw the Venn diagrams for each of these combinations
of the sets A, B, and C.
a) A ∩ (B − C) b) (A ∩ B) ∪ (A ∩ C)
c) (A ∩ B) ∪ (A ∩ C)

30. Draw the Venn diagrams for each of these combinations
of the sets A, B, C, and D.
a) (A ∩ B) ∪ (C ∩ D) b) A ∪ B ∪ C ∪ D
c) A − (B ∩ C ∩ D)

31. What can you say about the sets A and B if we know that
a) A ∪ B = A? b) A ∩ B = A?
c) A − B = A? d) A ∩ B = B ∩ A?
e) A − B = B − A?

32. Can you conclude that A = B if A, B, and C are sets such
that
a) A ∪ C = B ∪ C? b) A ∩ C = B ∩ C?
c) A ∪ C = B ∪ C and A ∩ C = B ∩ C?

33. Let A and B be subsets of a universal set U. Show that
A ⊆ B if and only if B ⊆ A.

34. Let A, B, and C be sets. Use the the identity A − B =
A ∩ B, which holds for any sets A and B, and the identities
from Table 1 to show that (A − B) ∩ (B − C) ∩ (A − C)
= ∅.

35. Let A, B, and C be sets. Use the identities in Table 1 to
show that (A ∪ B) ∩ (B ∪ C) ∩ (A ∪ C) = A ∩ B ∩ C.

36. Prove or disprove that for all sets A, B, and C, we have
a) A × (B ∪ C) = (A × B) ∪ (A × C).
b) A × (B ∩ C) = (A × B) ∩ (A × C).

37. Prove or disprove that for all sets A, B, and C, we have
a) A × (B − C) = (A × B) − (A × C).
b) A × (B ∪ C) = A × (B ∪ C).

The symmetric difference of A and B, denoted by A ⊕ B, is
the set containing those elements in either A or B, but not in
both A and B.
38. Find the symmetric difference of {1, 3, 5} and {1, 2, 3}.
39. Find the symmetric difference of the set of computer sci-

ence majors at a school and the set of mathematics majors
at this school.

40. Draw a Venn diagram for the symmetric difference of the
sets A and B.

41. Show that A ⊕ B = (A ∪ B) − (A ∩ B).
42. Show that A ⊕ B = (A − B) ∪ (B − A).
43. Show that if A is a subset of a universal set U, then

a) A ⊕ A = ∅. b) A ⊕ ∅ = A.
c) A ⊕ U = A. d) A ⊕ A = U.

44. Show that if A and B are sets, then
a) A ⊕ B = B ⊕ A. b) (A ⊕ B) ⊕ B = A.

45. What can you say about the sets A and B if A ⊕ B = A?
∗46. Determine whether the symmetric difference is associa-

tive; that is, if A, B, and C are sets, does it follow that
A ⊕ (B ⊕ C) = (A ⊕ B) ⊕ C?

∗47. Suppose that A, B, and C are sets such that A ⊕ C =
B ⊕ C. Must it be the case that A = B?

48. If A, B, C, and D are sets, does it follow that (A ⊕ B) ⊕
(C ⊕ D) = (A ⊕ C) ⊕ (B ⊕ D)?

49. If A, B, C, and D are sets, does it follow that (A ⊕ B) ⊕
(C ⊕ D) = (A ⊕ D) ⊕ (B ⊕ C)?

50. Show that if A and B are finite sets, then A ∪ B is a finite
set.

51. Show that if A is an infinite set, then whenever B is a set,
A ∪ B is also an infinite set.

∗52. Show that if A, B, and C are sets, then
|A ∪ B ∪ C| = |A| + |B| + |C| − |A ∩ B|

− |A ∩ C| − |B ∩ C| + |A ∩ B ∩ C|.

(This is a special case of the inclusion–exclusion princi-
ple, which will be studied in Chapter 8.)

53. Let Ai = {1, 2, 3,… , i} for i = 1, 2, 3, .… Find
a)

n⋃
i=1

Ai. b)
n⋂

i=1
Ai.

54. Let Ai = {… ,−2,−1, 0, 1,… , i}. Find
a)

n⋃
i=1

Ai. b)
n⋂

i=1
Ai.

55. Let Ai be the set of all nonempty bit strings (that is, bit
strings of length at least one) of length not exceeding i.
Find
a)

n⋃
i=1

Ai. b)
n⋂

i=1
Ai.

56. Find ⋃∞
i=1 Ai and ⋂∞

i=1 Ai if for every positive integer i,
a) Ai = {i, i + 1, i + 2,…}.
b) Ai = {0, i}.
c) Ai = (0, i), that is, the set of real numbers x with

0 < x < i.
d) Ai = (i,∞), that is, the set of real numbers x with

x > i.
57. Find ⋃∞

i=1 Ai and ⋂∞
i=1 Ai if for every positive integer i,

a) Ai = {−i,−i + 1,… ,−1, 0, 1,… , i − 1, i}.
b) Ai = {−i, i}.
c) Ai = [−i, i], that is, the set of real numbers x with

−i ≤ x ≤ i.
d) Ai = [i,∞), that is, the set of real numbers x with

x ≥ i.
58. Suppose that the universal set is U = {1, 2, 3, 4,

5, 6, 7, 8, 9, 10}. Express each of these sets with bit
strings where the ith bit in the string is 1 if i is in the
set and 0 otherwise.
a) {3, 4, 5}
b) {1, 3, 6, 10}
c) {2, 3, 4, 7, 8, 9}
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26. Let A, B, and C be sets. Show that (A − B) − C =
(A − C) − (B − C).

27. Let A = {0, 2, 4, 6, 8, 10}, B = {0, 1, 2, 3, 4, 5, 6}, and
C = {4, 5, 6, 7, 8, 9, 10}. Find
a) A ∩ B ∩ C. b) A ∪ B ∪ C.
c) (A ∪ B) ∩ C. d) (A ∩ B) ∪ C.

28. Draw the Venn diagrams for each of these combinations
of the sets A, B, and C.
a) A ∩ (B ∪ C) b) A ∩ B ∩ C
c) (A − B) ∪ (A − C) ∪ (B − C)

29. Draw the Venn diagrams for each of these combinations
of the sets A, B, and C.
a) A ∩ (B − C) b) (A ∩ B) ∪ (A ∩ C)
c) (A ∩ B) ∪ (A ∩ C)

30. Draw the Venn diagrams for each of these combinations
of the sets A, B, C, and D.
a) (A ∩ B) ∪ (C ∩ D) b) A ∪ B ∪ C ∪ D
c) A − (B ∩ C ∩ D)

31. What can you say about the sets A and B if we know that
a) A ∪ B = A? b) A ∩ B = A?
c) A − B = A? d) A ∩ B = B ∩ A?
e) A − B = B − A?

32. Can you conclude that A = B if A, B, and C are sets such
that
a) A ∪ C = B ∪ C? b) A ∩ C = B ∩ C?
c) A ∪ C = B ∪ C and A ∩ C = B ∩ C?

33. Let A and B be subsets of a universal set U. Show that
A ⊆ B if and only if B ⊆ A.

34. Let A, B, and C be sets. Use the the identity A − B =
A ∩ B, which holds for any sets A and B, and the identities
from Table 1 to show that (A − B) ∩ (B − C) ∩ (A − C)
= ∅.

35. Let A, B, and C be sets. Use the identities in Table 1 to
show that (A ∪ B) ∩ (B ∪ C) ∩ (A ∪ C) = A ∩ B ∩ C.

36. Prove or disprove that for all sets A, B, and C, we have
a) A × (B ∪ C) = (A × B) ∪ (A × C).
b) A × (B ∩ C) = (A × B) ∩ (A × C).
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51. Show that if A is an infinite set, then whenever B is a set,
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∗52. Show that if A, B, and C are sets, then
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53. Let Ai = {1, 2, 3,… , i} for i = 1, 2, 3, .… Find
a)

n⋃
i=1

Ai. b)
n⋂

i=1
Ai.

54. Let Ai = {… ,−2,−1, 0, 1,… , i}. Find
a)

n⋃
i=1

Ai. b)
n⋂

i=1
Ai.

55. Let Ai be the set of all nonempty bit strings (that is, bit
strings of length at least one) of length not exceeding i.
Find
a)

n⋃
i=1

Ai. b)
n⋂

i=1
Ai.

56. Find ⋃∞
i=1 Ai and ⋂∞

i=1 Ai if for every positive integer i,
a) Ai = {i, i + 1, i + 2,…}.
b) Ai = {0, i}.
c) Ai = (0, i), that is, the set of real numbers x with

0 < x < i.
d) Ai = (i,∞), that is, the set of real numbers x with

x > i.
57. Find ⋃∞

i=1 Ai and ⋂∞
i=1 Ai if for every positive integer i,

a) Ai = {−i,−i + 1,… ,−1, 0, 1,… , i − 1, i}.
b) Ai = {−i, i}.
c) Ai = [−i, i], that is, the set of real numbers x with

−i ≤ x ≤ i.
d) Ai = [i,∞), that is, the set of real numbers x with

x ≥ i.
58. Suppose that the universal set is U = {1, 2, 3, 4,

5, 6, 7, 8, 9, 10}. Express each of these sets with bit
strings where the ith bit in the string is 1 if i is in the
set and 0 otherwise.
a) {3, 4, 5}
b) {1, 3, 6, 10}
c) {2, 3, 4, 7, 8, 9}
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7. Find the domain and range of these functions.
a) the function that assigns to each pair of positive inte-

gers the maximum of these two integers
b) the function that assigns to each positive integer the

number of the digits 0, 1, 2, 3, 4, 5, 6, 7, 8, 9 that do
not appear as decimal digits of the integer

c) the function that assigns to a bit string the number of
times the block 11 appears

d) the function that assigns to a bit string the numerical
position of the first 1 in the string and that assigns the
value 0 to a bit string consisting of all 0s

8. Find these values.
a) ⌊1.1⌋ b) ⌈1.1⌉
c) ⌊−0.1⌋ d) ⌈−0.1⌉
e) ⌈2.99⌉ f ) ⌈−2.99⌉
g) ⌊ 1

2 + ⌈ 1
2⌉ ⌋ h) ⌈ ⌊ 1

2⌋ + ⌈ 1
2⌉ +

1
2⌉

9. Find these values.
a) ⌈ 3

4⌉ b) ⌊ 7
8⌋

c) ⌈− 3
4⌉ d) ⌊− 7

8⌋
e) ⌈3⌉ f ) ⌊−1⌋
g) ⌊ 1

2 + ⌈ 3
2⌉ ⌋ h) ⌊ 1

2 ⋅ ⌊ 5
2⌋ ⌋

10. Determine whether each of these functions from
{a, b, c, d} to itself is one-to-one.
a) f (a) = b, f (b) = a, f (c) = c, f (d) = d
b) f (a) = b, f (b) = b, f (c) = d, f (d) = c
c) f (a) = d, f (b) = b, f (c) = c, f (d) = d

11. Which functions in Exercise 10 are onto?
12. Determine whether each of these functions from Z to Z

is one-to-one.
a) f (n) = n − 1 b) f (n) = n2 + 1
c) f (n) = n3 d) f (n) = ⌈n∕2⌉

13. Which functions in Exercise 12 are onto?
14. Determine whether f : Z × Z → Z is onto if

a) f (m, n) = 2m − n.
b) f (m, n) = m2 − n2.
c) f (m, n) = m + n + 1.
d) f (m, n) = |m| − |n|.
e) f (m, n) = m2 − 4.

15. Determine whether the function f : Z × Z → Z is onto if
a) f (m, n) = m + n.
b) f (m, n) = m2 + n2.
c) f (m, n) = m.
d) f (m, n) = |n|.
e) f (m, n) = m − n.

16. Consider these functions from the set of students in a
discrete mathematics class. Under what conditions is the
function one-to-one if it assigns to a student his or her
a) mobile phone number.
b) student identification number.
c) final grade in the class.
d) home town.

17. Consider these functions from the set of teachers in a
school. Under what conditions is the function one-to-one
if it assigns to a teacher his or her
a) office.
b) assigned bus to chaperone in a group of buses taking

students on a field trip.
c) salary.
d) social security number.

18. Specify a codomain for each of the functions in Exercise
16. Under what conditions is each of these functions with
the codomain you specified onto?

19. Specify a codomain for each of the functions in Exercise
17. Under what conditions is each of the functions with
the codomain you specified onto?

20. Give an example of a function from N to N that is
a) one-to-one but not onto.
b) onto but not one-to-one.
c) both onto and one-to-one (but different from the iden-

tity function).
d) neither one-to-one nor onto.

21. Give an explicit formula for a function from the set of
integers to the set of positive integers that is
a) one-to-one, but not onto.
b) onto, but not one-to-one.
c) one-to-one and onto.
d) neither one-to-one nor onto.

22. Determine whether each of these functions is a bijection
from R to R.
a) f (x) = −3x + 4
b) f (x) = −3x2 + 7
c) f (x) = (x + 1)∕(x + 2)
d) f (x) = x5 + 1

23. Determine whether each of these functions is a bijection
from R to R.
a) f (x) = 2x + 1
b) f (x) = x2 + 1
c) f (x) = x3
d) f (x) = (x2 + 1)∕(x2 + 2)

24. Let f : R → R and let f (x) > 0 for all x ∈ R. Show that
f (x) is strictly increasing if and only if the function g(x) =
1∕f (x) is strictly decreasing.

25. Let f : R → R and let f (x) > 0 for all x ∈ R. Show that
f (x) is strictly decreasing if and only if the function g(x) =
1∕f (x) is strictly increasing.

26. a) Prove that a strictly increasing function from R to it-
self is one-to-one.

b) Give an example of an increasing function from R to
itself that is not one-to-one.

27. a) Prove that a strictly decreasing function from R to it-
self is one-to-one.

b) Give an example of a decreasing function from R to
itself that is not one-to-one.

28. Show that the function f (x) = e x from the set of real num-
bers to the set of real numbers is not invertible, but if the
codomain is restricted to the set of positive real numbers,
the resulting function is invertible.
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29. Show that the function f (x) = |x| from the set of real
numbers to the set of nonnegative real numbers is not in-
vertible, but if the domain is restricted to the set of non-
negative real numbers, the resulting function is invertible.

30. Let S = {−1, 0, 2, 4, 7}. Find f (S) if
a) f (x) = 1. b) f (x) = 2x + 1.
c) f (x) = ⌈x∕5⌉. d) f (x)=⌊(x2 + 1)∕3⌋.

31. Let f (x) = ⌊x2∕3⌋. Find f (S) if
a) S = {−2,−1, 0, 1, 2, 3}.
b) S = {0, 1, 2, 3, 4, 5}.
c) S = {1, 5, 7, 11}.
d) S = {2, 6, 10, 14}.

32. Let f (x) = 2x where the domain is the set of real numbers.
What is
a) f (Z)? b) f (N)? c) f (R)?

33. Suppose that g is a function from A to B and f is a func-
tion from B to C.
a) Show that if both f and g are one-to-one functions,

then f◦g is also one-to-one.
b) Show that if both f and g are onto functions, then f◦g

is also onto.
34. Suppose that g is a function from A to B and f is a func-

tion from B to C. Prove each of these statements.
a) If f◦g is onto, then f must also be onto.
b) If f◦g is one-to-one, then g must also be one-to-one.
c) If f◦g is a bijection, then g is onto if and only if f is

one-to-one.
35. Find an example of functions f and g such that f◦g is a

bijection, but g is not onto and f is not one-to-one.
∗36. If f and f◦g are one-to-one, does it follow that g is one-

to-one? Justify your answer.
∗37. If f and f◦g are onto, does it follow that g is onto? Justify

your answer.
38. Find f◦g and g◦f , where f (x) = x2 + 1 and g(x) = x + 2,

are functions from R to R.
39. Find f + g and fg for the functions f and g given in Exer-

cise 36.
40. Let f (x) = ax + b and g(x) = cx + d, where a, b, c, and d

are constants. Determine necessary and sufficient condi-
tions on the constants a, b, c, and d so that f◦g = g◦f .

41. Show that the function f (x) = ax + b from R to R, where
a and b are constants with a ≠ 0 is invertible, and find the
inverse of f .

42. Let f be a function from the set A to the set B. Let S and
T be subsets of A. Show that
a) f (S ∪ T) = f (S) ∪ f (T).
b) f (S ∩ T) ⊆ f (S) ∩ f (T).

43. a) Give an example to show that the inclusion in part (b)
in Exercise 42 may be proper.

b) Show that if f is one-to-one, the inclusion in part (b)
in Exercise 42 is an equality.

Let f be a function from the set A to the set B. Let S be a
subset of B. We define the inverse image of S to be the sub-
set of A whose elements are precisely all preimages of all
elements of S. We denote the inverse image of S by f −1(S),
so f −1(S) = {a ∈ A ∣ f (a) ∈ S}. [Beware: The notation f −1 is
used in two different ways. Do not confuse the notation intro-
duced here with the notation f −1(y) for the value at y of the
inverse of the invertible function f . Notice also that f −1(S),
the inverse image of the set S, makes sense for all functions f ,
not just invertible functions.]
44. Let f be the function from R to R defined by

f (x) = x2. Find
a) f −1({1}). b) f −1({x ∣ 0 < x < 1}).
c) f −1({x ∣ x > 4}).

45. Let g(x) = ⌊x⌋. Find
a) g−1({0}). b) g−1({−1, 0, 1}).
c) g−1({x ∣ 0 < x < 1}).

46. Let f be a function from A to B. Let S and T be subsets of
B. Show that
a) f −1(S ∪ T) = f −1(S) ∪ f −1(T).
b) f −1(S ∩ T) = f −1(S) ∩ f −1(T).

47. Let f be a function from A to B. Let S be a subset of B.
Show that f −1(S) = f −1(S).

48. Show that ⌊x + 1
2⌋ is the closest integer to the number x,

except when x is midway between two integers, when it
is the larger of these two integers.

49. Show that ⌈x − 1
2⌉ is the closest integer to the number x,

except when x is midway between two integers, when it
is the smaller of these two integers.

50. Show that if x is a real number, then ⌈x⌉ − ⌊x⌋ = 1 if x is
not an integer and ⌈x⌉ − ⌊x⌋ = 0 if x is an integer.

51. Show that if x is a real number, then x − 1 < ⌊x⌋ ≤ x ≤
⌈x⌉ < x + 1.

52. Show that if x is a real number and m is an integer, then
⌈x + m⌉ = ⌈x⌉ + m.

53. Show that if x is a real number and n is an integer, then
a) x < n if and only if ⌊x⌋ < n.
b) n < x if and only if n < ⌈x⌉.

54. Show that if x is a real number and n is an integer, then
a) x ≤ n if and only if ⌈x⌉ ≤ n.
b) n ≤ x if and only if n ≤ ⌊x⌋.

55. Prove that if n is an integer, then ⌊n∕2⌋ = n∕2 if n is even
and (n − 1)∕2 if n is odd.

56. Prove that if x is a real number, then ⌊−x⌋ = −⌈x⌉ and
⌈−x⌉ = −⌊x⌋.

57. The function INT is found on some calculators, where
INT(x) = ⌊x⌋ when x is a nonnegative real number and
INT(x) = ⌈x⌉ when x is a negative real number. Show
that this INT function satisfies the identity INT(−x) =
−INT(x).



Exercises from Section 9.1: (2), (6), (10), (44)

Exercises from Section 9.3: (2), (8), (32)
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is the same as R3, so R4 = {(1, 1), (2, 1), (3, 1), (4, 1)}. It also follows that Rn = R3 for n =
5, 6, 7,… . The reader should verify this. ◂

The following theorem shows that the powers of a transitive relation are subsets of this
relation. It will be used in Section 9.4.

THEOREM 1 The relation R on a set A is transitive if and only if Rn ⊆ R for n = 1, 2, 3,… .

Proof: We first prove the “if” part of the theorem. We suppose that Rn ⊆ R for n = 1,
2, 3,… . In particular, R2 ⊆ R. To see that this implies R is transitive, note that if (a, b) ∈ R
and (b, c) ∈ R, then by the definition of composition, (a, c) ∈ R2. Because R2 ⊆ R, this means
that (a, c) ∈ R. Hence, R is transitive.

We will use mathematical induction to prove the only if part of the theorem. Note that this
part of the theorem is trivially true for n = 1.

Assume that Rn ⊆ R, where n is a positive integer. This is the inductive hypothesis. To
complete the inductive step we must show that this implies that Rn+1 is also a subset of R.
To show this, assume that (a, b) ∈ Rn+1. Then, because Rn+1 = Rn◦R, there is an element x
with x ∈ A such that (a, x) ∈ R and (x, b) ∈ Rn. The inductive hypothesis, namely, that Rn ⊆ R,
implies that (x, b) ∈ R. Furthermore, because R is transitive, and (a, x) ∈ R and (x, b) ∈ R, it
follows that (a, b) ∈ R. This shows that Rn+1 ⊆ R, completing the proof.

Exercises

1. List the ordered pairs in the relation R from
A = {0, 1, 2, 3, 4} to B = {0, 1, 2, 3}, where (a, b) ∈ R
if and only if
a) a = b. b) a + b = 4.
c) a > b. d) a ∣ b.
e) gcd(a, b) = 1. f ) lcm(a, b) = 2.

2. a) List all the ordered pairs in the relation
R = {(a, b) ∣ a divides b} on the set {1, 2, 3, 4, 5, 6}.

b) Display this relation graphically, as was done in
Example 4.

c) Display this relation in tabular form, as was done in
Example 4.

3. For each of these relations on the set {1, 2, 3, 4}, decide
whether it is reflexive, whether it is symmetric, whether
it is antisymmetric, and whether it is transitive.
a) {(2, 2), (2, 3), (2, 4), (3, 2), (3, 3), (3, 4)}
b) {(1, 1), (1, 2), (2, 1), (2, 2), (3, 3), (4, 4)}
c) {(2, 4), (4, 2)}
d) {(1, 2), (2, 3), (3, 4)}
e) {(1, 1), (2, 2), (3, 3), (4, 4)}
f ) {(1, 3), (1, 4), (2, 3), (2, 4), (3, 1), (3, 4)}

4. Determine whether the relation R on the set of all people
is reflexive, symmetric, antisymmetric, and/or transitive,
where (a, b) ∈ R if and only if
a) a is taller than b.
b) a and b were born on the same day.
c) a has the same first name as b.
d) a and b have a common grandparent.

5. Determine whether the relation R on the set of all
Web pages is reflexive, symmetric, antisymmetric, and/or
transitive, where (a, b) ∈ R if and only if
a) everyone who has visited Web page a has also visited

Web page b.
b) there are no common links found on both Web

page a and Web page b.
c) there is at least one common link on Web page a and

Web page b.
d) there is a Web page that includes links to both Web

page a and Web page b.
6. Determine whether the relation R on the set of all real

numbers is reflexive, symmetric, antisymmetric, and/or
transitive, where (x, y) ∈ R if and only if
a) x + y = 0. b) x = ±y.
c) x − y is a rational number.
d) x = 2y. e) xy ≥ 0.
f ) xy = 0. g) x = 1.
h) x = 1 or y = 1.

7. Determine whether the relation R on the set of all integers
is reflexive, symmetric, antisymmetric, and/or transitive,
where (x, y) ∈ R if and only if
a) x ≠ y. b) xy ≥ 1.
c) x = y + 1 or x = y − 1.
d) x ≡ y (mod 7). e) x is a multiple of y.
f ) x and y are both negative or both nonnegative.
g) x = y2. h) x ≥ y2.

8. Show that the relation R = ∅ on a nonempty set S is sym-
metric and transitive, but not reflexive.

9. Show that the relation R = ∅ on the empty set S = ∅ is
reflexive, symmetric, and transitive.
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10. Give an example of a relation on a set that is
a) both symmetric and antisymmetric.
b) neither symmetric nor antisymmetric.

A relation R on the set A is irreflexive if for every
a ∈ A, (a, a) ∉ R. That is, R is irreflexive if no element
in A is related to itself.
11. Which relations in Exercise 3 are irreflexive?
12. Which relations in Exercise 4 are irreflexive?
13. Which relations in Exercise 5 are irreflexive?
14. Which relations in Exercise 6 are irreflexive?
15. Can a relation on a set be neither reflexive nor irreflexive?
16. Use quantifiers to express what it means for a relation to

be irreflexive.
17. Give an example of an irreflexive relation on the set of

all people.
A relation R is called asymmetric if (a, b) ∈ R implies that
(b, a) ∉ R. Exercises 18–24 explore the notion of an asym-
metric relation. Exercise 22 focuses on the difference between
asymmetry and antisymmetry.
18. Which relations in Exercise 3 are asymmetric?
19. Which relations in Exercise 4 are asymmetric?
20. Which relations in Exercise 5 are asymmetric?
21. Which relations in Exercise 6 are asymmetric?
22. Must an asymmetric relation also be antisymmetric?

Must an antisymmetric relation be asymmetric? Give rea-
sons for your answers.

23. Use quantifiers to express what it means for a relation to
be asymmetric.

24. Give an example of an asymmetric relation on the set of
all people.

25. How many different relations are there from a set with m
elements to a set with n elements?

Let R be a relation from a set A to a set B. The inverse rela-
tion from B to A, denoted by R−1, is the set of ordered pairs
{(b, a) ∣ (a, b) ∈ R}. The complementary relation R is the
set of ordered pairs {(a, b) ∣ (a, b) ∉ R}.
26. Let R be the relation R = {(a, b) ∣ a < b} on the set of

integers. Find
a) R−1. b) R.

27. Let R be the relation R = {(a, b) ∣ a divides b} on the set
of positive integers. Find
a) R−1. b) R.

28. Let R be the relation on the set of all states in the United
States consisting of pairs (a, b) where state a borders state
b. Find
a) R−1. b) R.

29. Suppose that the function f from A to B is a one-to-
one correspondence. Let R be the relation that equals the
graph of f . That is, R = {(a, f (a)) ∣ a ∈ A}. What is the
inverse relation R−1?

30. Let R1 = {(1, 2), (2, 3), (3, 4)} and R2 = {(1, 1), (1, 2),
(2, 1), (2, 2), (2, 3), (3, 1), (3, 2), (3, 3), (3, 4)} be relations
from {1, 2, 3} to {1, 2, 3, 4}. Find

a) R1 ∪ R2. b) R1 ∩ R2.
c) R1 − R2. d) R2 − R1.

31. Let A be the set of students at your school and B the set
of books in the school library. Let R1 and R2 be the rela-
tions consisting of all ordered pairs (a, b), where student
a is required to read book b in a course, and where stu-
dent a has read book b, respectively. Describe the ordered
pairs in each of these relations.
a) R1 ∪ R2 b) R1 ∩ R2
c) R1 ⊕ R2 d) R1 − R2
e) R2 − R1

32. Let R be the relation {(1, 2), (1, 3), (2, 3), (2, 4), (3, 1)},
and let S be the relation {(2, 1), (3, 1), (3, 2), (4, 2)}. Find
S ◦R.

33. Let R be the relation on the set of people consisting of
pairs (a, b), where a is a parent of b. Let S be the rela-
tion on the set of people consisting of pairs (a, b), where
a and b are siblings (brothers or sisters). What are S ◦R
and R ◦ S?

Exercises 34–38 deal with these relations on the set of real
numbers:
R1 = {(a, b) ∈ R2 ∣ a > b}, the greater than relation,
R2 = {(a, b) ∈ R2 ∣ a ≥ b}, the greater than or equal to

relation,
R3 = {(a, b) ∈ R2 ∣ a < b}, the less than relation,
R4 = {(a, b) ∈ R2 ∣ a ≤ b}, the less than or equal to

relation,
R5 = {(a, b) ∈ R2 ∣ a = b}, the equal to relation,
R6 = {(a, b) ∈ R2 ∣ a ≠ b}, the unequal to relation.

34. Find
a) R1 ∪ R3. b) R1 ∪ R5.
c) R2 ∩ R4. d) R3 ∩ R5.
e) R1 − R2. f ) R2 − R1.
g) R1 ⊕ R3. h) R2 ⊕ R4.

35. Find
a) R2 ∪ R4. b) R3 ∪ R6.
c) R3 ∩ R6. d) R4 ∩ R6.
e) R3 − R6. f ) R6 − R3.
g) R2 ⊕ R6. h) R3 ⊕ R5.

36. Find
a) R1 ◦R1. b) R1 ◦R2.
c) R1 ◦R3. d) R1 ◦R4.
e) R1 ◦R5. f ) R1 ◦R6.
g) R2 ◦R3. h) R3 ◦R3.

37. Find
a) R2 ◦R1. b) R2 ◦R2.
c) R3 ◦R5. d) R4 ◦R1.
e) R5 ◦R3. f ) R3 ◦R6.
g) R4 ◦R6. h) R6 ◦R6.
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38. Find the relations R2
i for i = 1, 2, 3, 4, 5, 6.

39. Find the relations S2
i for i = 1, 2, 3, 4, 5, 6 where

S1 = {(a, b) ∈ Z2 ∣ a > b}, the greater than relation,
S2 = {(a, b) ∈ Z2 ∣ a ≥ b}, the greater than or equal to

relation,
S3 = {(a, b) ∈ Z2 ∣ a < b}, the less than relation,
S4 = {(a, b) ∈ Z2 ∣ a ≤ b}, the less than or equal to

relation,
S5 = {(a, b) ∈ Z2 ∣ a = b}, the equal to relation,
S6 = {(a, b) ∈ Z2 ∣ a ≠ b}, the unequal to relation.
40. Let R be the parent relation on the set of all people (see

Example 21). When is an ordered pair in the relation R3?
41. Let R be the relation on the set of people with doctorates

such that (a, b) ∈ R if and only if a was the thesis advi-
sor of b. When is an ordered pair (a, b) in R2? When is
an ordered pair (a, b) in Rn, when n is a positive integer?
(Assume that every person with a doctorate has a thesis
advisor.)

42. Let R1 and R2 be the “divides” and “is a multiple of”
relations on the set of all positive integers, respectively.
That is, R1 = {(a, b) ∣ a divides b} and R2 = {(a, b) ∣ a
is a multiple of b}. Find
a) R1 ∪ R2. b) R1 ∩ R2.
c) R1 − R2. d) R2 − R1.
e) R1 ⊕ R2.

43. Let R1 and R2 be the “congruent modulo 3” and the “con-
gruent modulo 4” relations, respectively, on the set of in-
tegers. That is, R1 = {(a, b) ∣ a ≡ b (mod 3)} and R2 =
{(a, b) ∣ a ≡ b (mod 4)}. Find
a) R1 ∪ R2. b) R1 ∩ R2.
c) R1 − R2. d) R2 − R1.
e) R1 ⊕ R2.

44. List the 16 different relations on the set {0, 1}.
45. How many of the 16 different relations on {0, 1} contain

the pair (0, 1)?
46. Which of the 16 relations on {0, 1}, which you listed in

Exercise 44, are
a) reflexive? b) irreflexive?
c) symmetric? d) antisymmetric?
e) asymmetric? f ) transitive?

47. a) How many relations are there on the set {a, b, c, d}?
b) How many relations are there on the set {a, b, c, d}

that contain the pair (a, a)?
48. Let S be a set with n elements and let a and b be dis-

tinct elements of S. How many relations R are there on S
such that
a) (a, b) ∈ R? b) (a, b) ∉ R?
c) no ordered pair in R has a as its first element?
d) at least one ordered pair in R has a as its first element?
e) no ordered pair in R has a as its first element or b as

its second element?

f ) at least one ordered pair in R either has a as its first
element or has b as its second element?

∗49. How many relations are there on a set with n elements
that are
a) symmetric? b) antisymmetric?
c) asymmetric? d) irreflexive?
e) reflexive and symmetric?
f ) neither reflexive nor irreflexive?

∗50. How many transitive relations are there on a set with n
elements if
a) n = 1? b) n = 2? c) n = 3?

51. Find the error in the “proof” of the following “theorem.”
“Theorem”: Let R be a relation on a set A that is symmet-
ric and transitive. Then R is reflexive.
“Proof ”: Let a ∈ A. Take an element b ∈ A such that
(a, b) ∈ R. Because R is symmetric, we also have (b, a) ∈
R. Now using the transitive property, we can conclude
that (a, a) ∈ R because (a, b) ∈ R and (b, a) ∈ R.

52. Suppose that R and S are reflexive relations on a set A.
Prove or disprove each of these statements.
a) R ∪ S is reflexive.
b) R ∩ S is reflexive.
c) R ⊕ S is irreflexive.
d) R − S is irreflexive.
e) S ◦R is reflexive.

53. Show that the relation R on a set A is symmetric if and
only if R = R−1, where R−1 is the inverse relation.

54. Show that the relation R on a set A is antisymmetric if
and only if R ∩ R−1 is a subset of the diagonal relation
Δ = {(a, a) ∣ a ∈ A}.

55. Show that the relation R on a set A is reflexive if and only
if the inverse relation R−1 is reflexive.

56. Show that the relation R on a set A is reflexive if and only
if the complementary relation R is irreflexive.

57. Let R be a relation that is reflexive and transitive. Prove
that Rn = R for all positive integers n.

58. Let R be the relation on the set {1, 2, 3, 4, 5} containing
the ordered pairs (1, 1), (1, 2), (1, 3), (2, 3), (2, 4), (3, 1),
(3, 4), (3, 5), (4, 2), (4, 5), (5, 1), (5, 2), and (5, 4). Find
a) R2. b) R3. c) R4. d) R5.

59. Let R be a reflexive relation on a set A. Show that Rn is
reflexive for all positive integers n.

∗60. Let R be a symmetric relation. Show that Rn is symmetric
for all positive integers n.

61. Suppose that the relation R is irreflexive. Is R2 necessar-
ily irreflexive? Give a reason for your answer.

62. Derive a big-O estimate for the number of integer com-
parisons needed to count all transitive relations on a set
with n elements using the brute force approach of check-
ing every relation of this set for transitivity.
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FIGURE 6 The directed graphs of the
relations S1 and S2.

EXAMPLE 10 Determine whether the relations for the directed graphs shown in Figure 6 are reflexive, sym-
metric, antisymmetric, and/or transitive.
Solution: Because there are loops at every vertex of the directed graph of S1, it is reflexive. The
relation S1 is neither symmetric nor antisymmetric because there is an edge from a to b but not
one from b to a, but there are edges in both directions connecting b and c. Finally, S1 is not
transitive because there is an edge from a to b and an edge from b to c, but no edge from a to c.

Because loops are not present at all the vertices of the directed graph of S2, this relation
is not reflexive. It is symmetric and not antisymmetric, because every edge between distinct
vertices is accompanied by an edge in the opposite direction. It is also not hard to see from the
directed graph that S2 is not transitive, because (c, a) and (a, b) belong to S2, but (c, b) does not
belong to S2. ◂

Exercises

1. Represent each of these relations on {1, 2, 3} with a ma-
trix (with the elements of this set listed in increasing
order).
a) {(1, 1), (1, 2), (1, 3)}
b) {(1, 2), (2, 1), (2, 2), (3, 3)}
c) {(1, 1), (1, 2), (1, 3), (2, 2), (2, 3), (3, 3)}
d) {(1, 3), (3, 1)}

2. Represent each of these relations on {1, 2, 3, 4} with a
matrix (with the elements of this set listed in increasing
order).
a) {(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4)}
b) {(1, 1), (1, 4), (2, 2), (3, 3), (4, 1)}
c) {(1, 2), (1, 3), (1, 4), (2, 1), (2, 3), (2, 4), (3, 1), (3, 2),

(3, 4), (4, 1), (4, 2), (4, 3)}
d) {(2, 4), (3, 1), (3, 2), (3, 4)}

3. List the ordered pairs in the relations on {1, 2, 3} corre-
sponding to these matrices (where the rows and columns
correspond to the integers listed in increasing order).

a)
⎡
⎢
⎢⎣

1 0 1
0 1 0
1 0 1

⎤
⎥
⎥⎦

b)
⎡
⎢
⎢⎣

0 1 0
0 1 0
0 1 0

⎤
⎥
⎥⎦

c)
⎡
⎢
⎢⎣

1 1 1
1 0 1
1 1 1

⎤
⎥
⎥⎦

4. List the ordered pairs in the relations on {1, 2, 3, 4} corre-
sponding to these matrices (where the rows and columns
correspond to the integers listed in increasing order).

a)
⎡
⎢
⎢
⎢⎣

1 1 0 1
1 0 1 0
0 1 1 1
1 0 1 1

⎤
⎥
⎥
⎥⎦

b)
⎡
⎢
⎢
⎢⎣

1 1 1 0
0 1 0 0
0 0 1 1
1 0 0 1

⎤
⎥
⎥
⎥⎦

c)
⎡
⎢
⎢
⎢⎣

0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0

⎤
⎥
⎥
⎥⎦

5. How can the matrix representing a relation R on a set A
be used to determine whether the relation is irreflexive?

6. How can the matrix representing a relation R on a set A
be used to determine whether the relation is asymmetric?

7. Determine whether the relations represented by the ma-
trices in Exercise 3 are reflexive, irreflexive, symmetric,
antisymmetric, and/or transitive.

8. Determine whether the relations represented by the ma-
trices in Exercise 4 are reflexive, irreflexive, symmetric,
antisymmetric, and/or transitive.
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c) {(1, 1), (1, 2), (1, 3), (2, 2), (2, 3), (3, 3)}
d) {(1, 3), (3, 1)}

2. Represent each of these relations on {1, 2, 3, 4} with a
matrix (with the elements of this set listed in increasing
order).
a) {(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4)}
b) {(1, 1), (1, 4), (2, 2), (3, 3), (4, 1)}
c) {(1, 2), (1, 3), (1, 4), (2, 1), (2, 3), (2, 4), (3, 1), (3, 2),

(3, 4), (4, 1), (4, 2), (4, 3)}
d) {(2, 4), (3, 1), (3, 2), (3, 4)}

3. List the ordered pairs in the relations on {1, 2, 3} corre-
sponding to these matrices (where the rows and columns
correspond to the integers listed in increasing order).

a)
⎡
⎢
⎢⎣

1 0 1
0 1 0
1 0 1

⎤
⎥
⎥⎦

b)
⎡
⎢
⎢⎣

0 1 0
0 1 0
0 1 0

⎤
⎥
⎥⎦

c)
⎡
⎢
⎢⎣

1 1 1
1 0 1
1 1 1

⎤
⎥
⎥⎦

4. List the ordered pairs in the relations on {1, 2, 3, 4} corre-
sponding to these matrices (where the rows and columns
correspond to the integers listed in increasing order).

a)
⎡
⎢
⎢
⎢⎣

1 1 0 1
1 0 1 0
0 1 1 1
1 0 1 1

⎤
⎥
⎥
⎥⎦

b)
⎡
⎢
⎢
⎢⎣

1 1 1 0
0 1 0 0
0 0 1 1
1 0 0 1

⎤
⎥
⎥
⎥⎦

c)
⎡
⎢
⎢
⎢⎣

0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0

⎤
⎥
⎥
⎥⎦

5. How can the matrix representing a relation R on a set A
be used to determine whether the relation is irreflexive?

6. How can the matrix representing a relation R on a set A
be used to determine whether the relation is asymmetric?

7. Determine whether the relations represented by the ma-
trices in Exercise 3 are reflexive, irreflexive, symmetric,
antisymmetric, and/or transitive.

8. Determine whether the relations represented by the ma-
trices in Exercise 4 are reflexive, irreflexive, symmetric,
antisymmetric, and/or transitive.
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FIGURE 6 The directed graphs of the
relations S1 and S2.

EXAMPLE 10 Determine whether the relations for the directed graphs shown in Figure 6 are reflexive, sym-
metric, antisymmetric, and/or transitive.
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⎥⎦
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⎥⎦

5. How can the matrix representing a relation R on a set A
be used to determine whether the relation is irreflexive?

6. How can the matrix representing a relation R on a set A
be used to determine whether the relation is asymmetric?

7. Determine whether the relations represented by the ma-
trices in Exercise 3 are reflexive, irreflexive, symmetric,
antisymmetric, and/or transitive.

8. Determine whether the relations represented by the ma-
trices in Exercise 4 are reflexive, irreflexive, symmetric,
antisymmetric, and/or transitive.
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9. How many nonzero entries does the matrix representing
the relation R on A = {1, 2, 3,… , 100} consisting of the
first 100 positive integers have if R is
a) {(a, b) ∣ a > b}? b) {(a, b) ∣ a ≠ b}?
c) {(a, b) ∣ a = b + 1}? d) {(a, b) ∣ a = 1}?
e) {(a, b) ∣ ab = 1}?

10. How many nonzero entries does the matrix representing
the relation R on A = {1, 2, 3,… , 1000} consisting of the
first 1000 positive integers have if R is
a) {(a, b) ∣ a ≤ b}?
b) {(a, b) ∣ a = b ± 1}?
c) {(a, b) ∣ a + b = 1000}?
d) {(a, b) ∣ a + b ≤ 1001}?
e) {(a, b) ∣ a ≠ 0}?

11. How can the matrix for R, the complement of the
relation R, be found from the matrix representing R,
when R is a relation on a finite set A?

12. How can the matrix for R−1, the inverse of the
relation R, be found from the matrix representing R,
when R is a relation on a finite set A?

13. Let R be the relation represented by the matrix

MR =
⎡
⎢
⎢⎣

0 1 1
1 1 0
1 0 1

⎤
⎥
⎥⎦
.

Find the matrix representing
a) R−1. b) R. c) R2.

14. Let R1 and R2 be relations on a set A represented by the
matrices

MR1 =
⎡
⎢
⎢⎣

0 1 0
1 1 1
1 0 0

⎤
⎥
⎥⎦

and MR2 =
⎡
⎢
⎢⎣

0 1 0
0 1 1
1 1 1

⎤
⎥
⎥⎦
.

Find the matrices that represent
a) R1 ∪ R2. b) R1 ∩ R2. c) R2 ◦R1.
d) R1 ◦R1. e) R1 ⊕ R2.

15. Let R be the relation represented by the matrix

MR =
⎡
⎢
⎢⎣

0 1 0
0 0 1
1 1 0

⎤
⎥
⎥⎦
.

Find the matrices that represent
a) R2. b) R3. c) R4.

16. Let R be a relation on a set A with n elements. If there
are k nonzero entries in MR, the matrix representing R,
how many nonzero entries are there in MR−1 , the matrix
representing R−1, the inverse of R?

17. Let R be a relation on a set A with n elements. If there
are k nonzero entries in MR, the matrix representing R,
how many nonzero entries are there in MR, the matrix
representing R, the complement of R?

18. Draw the directed graphs representing each of the rela-
tions from Exercise 1.

19. Draw the directed graphs representing each of the rela-
tions from Exercise 2.

20. Draw the directed graph representing each of the rela-
tions from Exercise 3.

21. Draw the directed graph representing each of the rela-
tions from Exercise 4.

22. Draw the directed graph that represents the relation
{(a, a), (a, b), (b, c), (c, b), (c, d), (d, a), (d, b)}.

In Exercises 23–28 list the ordered pairs in the relations rep-
resented by the directed graphs.
23.

a

b c

24.
a

b c

25.
ba

c d

26.
ba

c d
27.

a b

c
d

28.

ba

c d

29. How can the directed graph of a relation R on a finite
set A be used to determine whether a relation is asym-
metric?

30. How can the directed graph of a relation R on a finite
set A be used to determine whether a relation is irreflex-
ive?

31. Determine whether the relations represented by the di-
rected graphs shown in Exercises 23–25 are reflexive, ir-
reflexive, symmetric, antisymmetric, and/or transitive.

32. Determine whether the relations represented by the di-
rected graphs shown in Exercises 26–28 are reflexive, ir-
reflexive, symmetric, antisymmetric, asymmetric, and/or
transitive.

33. Let R be a relation on a set A. Explain how to use the di-
rected graph representing R to obtain the directed graph
representing the inverse relation R−1.

34. Let R be a relation on a set A. Explain how to use the di-
rected graph representing R to obtain the directed graph
representing the complementary relation R.

35. Show that if MR is the matrix representing the relation R,
then M[n]

R is the matrix representing the relation Rn.
36. Given the directed graphs representing two relations,

how can the directed graph of the union, intersection,
symmetric difference, difference, and composition of
these relations be found?
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Exercises from Section 9.5: (2), (8), (16), (24)
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Solution: Note that every bit string of length less than three is equivalent only to itself.
Hence [!]R3 = {!}, [0]R3 = {0}, [1]R3 = {1}, [00]R3 = {00}, [01]R3 = {01}, [10]R3 = {10}, and
[11]R3 = {11}. Note that every bit string of length three or more is equivalent to one of the eight
bit strings 000, 001, 010, 011, 100, 101, 110, and 111. We have

[000]R3 = {000, 0000, 0001, 00000, 00001, 00010, 00011,…},

[001]R3 = {001, 0010, 0011, 00100, 00101, 00110, 00111,…},

[010]R3 = {010, 0100, 0101, 01000, 01001, 01010, 01011,…},

[011]R3 = {011, 0110, 0111, 01100, 01101, 01110, 01111,…},

[100]R3 = {100, 1000, 1001, 10000, 10001, 10010, 10011,…},

[101]R3 = {101, 1010, 1011, 10100, 10101, 10110, 10111,…},

[110]R3 = {110, 1100, 1101, 11000, 11001, 11010, 11011,…},

[111]R3 = {111, 1110, 1111, 11100, 11101, 11110, 11111,…}.

These 15 equivalence classes are disjoint and every bit string is in exactly one of them. As
Theorem 2 tells us, these equivalence classes partition the set of all bit strings. ◂

Exercises

1. Which of these relations on {0, 1, 2, 3} are equivalence
relations? Determine the properties of an equivalence re-
lation that the others lack.
a) {(0, 0), (1, 1), (2, 2), (3, 3)}
b) {(0, 0), (0, 2), (2, 0), (2, 2), (2, 3), (3, 2), (3, 3)}
c) {(0, 0), (1, 1), (1, 2), (2, 1), (2, 2), (3, 3)}
d) {(0, 0), (1, 1), (1, 3), (2, 2), (2, 3), (3, 1), (3, 2), (3, 3)}
e) {(0, 0), (0, 1), (0, 2), (1, 0), (1, 1), (1, 2), (2, 0),

(2, 2), (3, 3)}
2. Which of these relations on the set of all people are equiv-

alence relations? Determine the properties of an equiva-
lence relation that the others lack.
a) {(a, b) ∣ a and b are the same age}
b) {(a, b) ∣ a and b have the same parents}
c) {(a, b) ∣ a and b share a common parent}
d) {(a, b) ∣ a and b have met}
e) {(a, b) ∣ a and b speak a common language}

3. Which of these relations on the set of all functions from Z
to Z are equivalence relations? Determine the properties
of an equivalence relation that the others lack.
a) {(f, g) ∣ f (1) = g(1)}
b) {(f, g) ∣ f (0) = g(0) or f (1) = g(1)}
c) {(f, g) ∣ f (x) − g(x) = 1 for all x ∈ Z}
d) {(f, g) ∣ for some C ∈ Z, for all x ∈ Z, f (x) −

g(x) = C}
e) {(f, g) ∣ f (0) = g(1) and f (1) = g(0)}

4. Define three equivalence relations on the set of students
in your discrete mathematics class different from the re-
lations discussed in the text. Determine the equivalence
classes for each of these equivalence relations.

5. Define three equivalence relations on the set of buildings
on a college campus. Determine the equivalence classes
for each of these equivalence relations.

6. Define three equivalence relations on the set of classes of-
fered at your school. Determine the equivalence classes
for each of these equivalence relations.

7. Show that the relation of logical equivalence on the set
of all compound propositions is an equivalence relation.
What are the equivalence classes of F and of T?

8. Let R be the relation on the set of all sets of real numbers
such that S R T if and only if S and T have the same car-
dinality. Show that R is an equivalence relation. What are
the equivalence classes of the sets {0, 1, 2} and Z?

9. Suppose that A is a nonempty set, and f is a function that
has A as its domain. Let R be the relation on A consisting
of all ordered pairs (x, y) such that f (x) = f (y).
a) Show that R is an equivalence relation on A.
b) What are the equivalence classes of R?

10. Suppose that A is a nonempty set and R is an equivalence
relation on A. Show that there is a function f with A as its
domain such that (x, y) ∈ R if and only if f (x) = f (y).
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Solution: Note that every bit string of length less than three is equivalent only to itself.
Hence [!]R3 = {!}, [0]R3 = {0}, [1]R3 = {1}, [00]R3 = {00}, [01]R3 = {01}, [10]R3 = {10}, and
[11]R3 = {11}. Note that every bit string of length three or more is equivalent to one of the eight
bit strings 000, 001, 010, 011, 100, 101, 110, and 111. We have

[000]R3 = {000, 0000, 0001, 00000, 00001, 00010, 00011,…},

[001]R3 = {001, 0010, 0011, 00100, 00101, 00110, 00111,…},
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[110]R3 = {110, 1100, 1101, 11000, 11001, 11010, 11011,…},

[111]R3 = {111, 1110, 1111, 11100, 11101, 11110, 11111,…}.

These 15 equivalence classes are disjoint and every bit string is in exactly one of them. As
Theorem 2 tells us, these equivalence classes partition the set of all bit strings. ◂
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11. Show that the relation R consisting of all pairs (x, y) such
that x and y are bit strings of length three or more that
agree in their first three bits is an equivalence relation on
the set of all bit strings of length three or more.

12. Show that the relation R consisting of all pairs (x, y) such
that x and y are bit strings of length three or more that
agree except perhaps in their first three bits is an equiva-
lence relation on the set of all bit strings of length three
or more.

13. Show that the relation R consisting of all pairs (x, y) such
that x and y are bit strings that agree in their first and third
bits is an equivalence relation on the set of all bit strings
of length three or more.

14. Let R be the relation consisting of all pairs (x, y) such
that x and y are strings of uppercase and lowercase En-
glish letters with the property that for every positive in-
teger n, the nth characters in x and y are the same letter,
either uppercase or lowercase. Show that R is an equiva-
lence relation.

15. Let R be the relation on the set of ordered pairs
of positive integers such that ((a, b), (c, d)) ∈ R if and
only if a + d = b + c. Show that R is an equivalence
relation.

16. Let R be the relation on the set of ordered pairs of pos-
itive integers such that ((a, b), (c, d)) ∈ R if and only if
ad = bc. Show that R is an equivalence relation.

17. (Requires calculus)
a) Show that the relation R on the set of all differentiable

functions from R to R consisting of all pairs (f, g) such
that f ′(x) = g′(x) for all real numbers x is an equiva-
lence relation.

b) Which functions are in the same equivalence class as
the function f (x) = x2?

18. (Requires calculus)
a) Let n be a positive integer. Show that the relation R on

the set of all polynomials with real-valued coefficients
consisting of all pairs (f, g) such that f (n)(x) = g(n)(x)
is an equivalence relation. [Here f (n)(x) is the nth
derivative of f (x).]

b) Which functions are in the same equivalence class as
the function f (x) = x4, where n = 3?

19. Let R be the relation on the set of all URLs (or Web ad-
dresses) such that x R y if and only if the Web page at x is
the same as the Web page at y. Show that R is an equiva-
lence relation.

20. Let R be the relation on the set of all people who have
visited a particular Web page such that x R y if and only
if person x and person y have followed the same set of
links starting at this Web page (going from Web page to
Web page until they stop using the Web). Show that R is
an equivalence relation.

In Exercises 21–23 determine whether the relation with the
directed graph shown is an equivalence relation.
21.

a b

c d

22.
a b

d c

23.
a b

cd

24. Determine whether the relations represented by these
zero–one matrices are equivalence relations.

a)
⎡
⎢
⎢⎣

1 1 1
0 1 1
1 1 1

⎤
⎥
⎥⎦

b)
⎡
⎢
⎢
⎢⎣

1 0 1 0
0 1 0 1
1 0 1 0
0 1 0 1

⎤
⎥
⎥
⎥⎦

c)
⎡
⎢
⎢
⎢⎣

1 1 1 0
1 1 1 0
1 1 1 0
0 0 0 1

⎤
⎥
⎥
⎥⎦

25. Show that the relation R on the set of all bit strings such
that s R t if and only if s and t contain the same number
of 1s is an equivalence relation.

26. What are the equivalence classes of the equivalence rela-
tions in Exercise 1?

27. What are the equivalence classes of the equivalence rela-
tions in Exercise 2?

28. What are the equivalence classes of the equivalence rela-
tions in Exercise 3?

29. What is the equivalence class of the bit string 011 for the
equivalence relation in Exercise 25?

30. What are the equivalence classes of these bit strings for
the equivalence relation in Exercise 11?
a) 010 b) 1011 c) 11111 d) 01010101

31. What are the equivalence classes of the bit strings
in Exercise 30 for the equivalence relation from
Exercise 12?

32. What are the equivalence classes of the bit strings
in Exercise 30 for the equivalence relation from
Exercise 13?

33. What are the equivalence classes of the bit strings in
Exercise 30 for the equivalence relation R4 from Exam-
ple 5 on the set of all bit strings? (Recall that bit strings s
and t are equivalent under R4 if and only if they are equal
or they are both at least four bits long and agree in their
first four bits.)

34. What are the equivalence classes of the bit strings in Ex-
ercise 30 for the equivalence relation R5 from Example 5
on the set of all bit strings? (Recall that bit strings s and
t are equivalent under R5 if and only if they are equal or
they are both at least five bits long and agree in their first
five bits.)
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